Method
Sample
	Eighty-five students (Mage = 20.4 years; 53 female; 12 White, non-Hispanic) from a public university in the western U.S. participated in the experiment in exchange for $XX and the chance to win one of Y $25 gift cards from an online retailer.  One student failed to complete the study and was dropped from the analysis.
Procedure and Design
	The procedure was identical to that of Study 1.  Participants first estimated 90% confidence intervals (CIs) for the high temperature of their assigned city on 24 days during 2006-2007.  Following this they made point estimates of the high temperature for 24 days with feedback and symmetric payoffs for over- and underestimation.  Next they made point estimates of high temperatures with feedback (actual temperature and signed error) under asymmetric payoffs.  There were two blocks of 24 estimates, one in which overestimation was rewarded and one in which underestimation was rewarded.  These blocks were presented in random order to participants.  After making their estimates, participants answered a few questions about their understanding of the task, their motivation, and demographics. 
	To manipulate task difficulty, we assigned participants to the evaluation of one of two cities.  Weather in the first city (Berkeley, California, U.S.A.; Berkeley participants) was familiar to the average participant, so we expected overconfidence to be similar to the levels in Study 1.  Weather in the second city (Viedma, Río Negro, Argentina; Viedma participants) was expected to be unfamiliar to the average participant and more difficult to evaluate.  There were two attractive features of these choices.  First, both are near the ocean and have similar distributions of temperatures over the dates selected.  Second, because they are on opposite sides of the equator, their temperatures are negatively correlated.  We expected this to increase the difficulty of estimating Viedma temperatures by U.S.-based participants.
Results
Preliminary Analysis
	All temperature estimates were converted to Celsius prior to analysis.  Univariate inspections identified six of the 6,048 observations as data entry errors, which were converted to missing values.  The two conditions were similar in age, gender, and ethnic composition, time spent on the task, and reported levels of motivation and comprehension.  We conducted two manipulation checks.  First, estimating temperatures for Viedma was in fact more challenging than doing so for Berkeley.  For instance, absolute errors in the learning-trial point estimates were significantly higher by Viedma participants (Mdn = 8.13) than the others (Mdn = 5.17), z = 7.82, p < .001 (Mann-Whitney test).  Second, participants responded appropriately to the payoff conditions.  On average, they exhibited little bias in the learning trials (Mdn = 1.88), positive bias when rewarded for overestimation (Mdn = 4.25), and negative bias when rewarded for underestimation (Mdn = -3.42).
Confidence Intervals
	Hit rates were similar across conditions and substantially less than the 90% target rate.  Confidence intervals by those estimating Viedma and Berkeley temperatures contained the true value 53% (SD = 29%) and 57% (SD = 21%) of the time, respectively, t(82) = .75, p = .46, Cohen’s d = .17.  Hit rates are a coarse measure of confidence, for they are a function of both expertise (i.e., the degree to which an interval’s mid-point misses the truth) and precision in one’s beliefs (as indexed by interval widths).  In this case, participants were more knowledgeable about Berkeley temperatures (Mdn = 4.88) than Viedma temperatures (Mdn = 7.67), z = 5.79, p < .001 (Mann-Whitney test), which was expected.  The more interesting question is whether Viedma participants compensated for their poorer knowledge by expanding their intervals.  This indeed is what they did.  Interval widths by Viedma participants (Mdn = 13.2) were significantly wider than those by Berkeley participants (Mdn = 8.9), z = 3.08, p = .002 (Mann-Whitney test).
Point Estimates
Because differences between the asymmetric payoff conditions were not of substantive interest, we averaged the shifts for each within participants.  Give their wider dispersion of errors, participants estimating Viedma temperatures should have shifted the distribution of their estimates more in response to the asymmetric payoffs than those estimating Berkeley temperatures.  This in fact was the case, though the effect was modest.  Shifts by Viedma participants (M = 3.83, SD = 1.18) were nonsignificantly larger on average than shifts by Berkeley participants (M = 3.51, SD = 1.34), t(82) = 1.16, p = .25, Cohen’s d = .26.  But given their distribution of errors, the Viedma participants should have shifted another 7.57 (SD = 1.87) degrees on average to maximize their expected earnings; in other words, they were overconfident by nearly eight degrees, t(82) = 26.21, p < .001.  Moreover, all 43 Viedma participants displayed overconfidence.  Berkeley participants were also overconfident (M = 3.41, SD = 1.34), t(82) = 16.12, p < .001, but significantly less so than the Viedma participants, t(82) = 11.64, p < .001, Cohen’s d = 2.58.  Forty of the 41 Berkeley participants were overconfident. 
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