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ABSTRACT

Entrepreneurs are often described as overconfident (or at least confident), even when entering difficult markets. However, recent laboratory findings suggest that difficult tasks can produce underconfidence. How do entrepreneurs maintain their alleged confidence in difficult tasks? Our two laboratory experiments and one archival study reconcile the literature by distinguishing types of overconfidence and identifying what type is most prominent in each type of task. Furthermore, we critically examine the notion that “overconfidence” explains excess market entry: We find that entry into different markets is not driven by confidence in one’s own absolute skill but by confidence in one’s skill relative to that of others. Finally, we consider whether overconfidence in relative skill is driven by neglecting competitors or by systematic errors made when considering them.

Key words: market entry, confidence, social comparison, overconfidence, underconfidence, competition

in press at Strategic Management Journal
INTRODUCTION AND PUZZLES

‘No problem in judgment and decision making is more prevalent and more potentially catastrophic than overconfidence.’ (Plous, 1993, p. 217)

This paper focuses on overconfidence in market entry, where two puzzles lurk in the empirical findings. The first puzzle arises from a discrepancy within the overconfidence literature. On the one hand, there is a fairly strong consensus that people are prone to overconfidence. Some have argued that overconfidence is particularly rampant among entrepreneurs (Bernardo et al., 2001; Puri et al., 2007). Overconfidence leads to investment in unprofitable ventures (Zacharakis et al., 2001), introduction of overly risky product innovations (Simon et al., 2003), ill-fated market entries (Åstebro et al., 2007; Koellinger et al., 2007), competitive blind spots (Ng et al., 2009), failures to learn from experience (Bateman et al., 1989), overvaluation of businesses (Hayward and Hambrick, 1997), and other errors in strategic planning (Barnes, 1984). In fact, when Cooper, Woo, and Dunkelberg (Cooper et al.) interviewed close to 3,000 entrepreneurs, they found that 81% believed that their chance of success was 70% or higher, and 33% estimated their chance of success to be 100%. Indeed, entrepreneurs are often quite confident, despite high probabilities of failure. On the other hand, research has also identified domains in which people are underconfident, and these domains seem to apply to entrepreneurial settings. In relatively difficult tasks, people tend to rate themselves as worse than average (Kruger, 1999; Windschitl et al., 2003). Thus, the first puzzle is to understand how entrepreneurs, who may be engaging in very difficult tasks, can remain so confident.

The second puzzle surrounds which type of overconfidence is responsible for excess entry. Most prior research has treated different types of overconfidence as one and the same, but
there are important differences. *Overplacement*, which produces ‘better-than-average’ beliefs, is typically measured by asking people the extent to which they are *better than others* in a certain skill or task, and it is manifested by a majority (sometimes above 90%) of people believing they are better than the average, the median, or a randomly chosen other (for a review, see Alicke et al., 2005). Research indicates that people generally believe they are better than average in a wide variety of tasks and skills (Dunning, 2005; Dunning et al., 2004; Williams et al., 2008). A second type of overconfidence is *overestimation* of one’s own absolute performance; investors sometimes overestimate the return on their investments (Moore et al., 1999), students overestimate their performance on exams (Clayson, 2005), and people overestimate the speed with which they can get work done (Buehler et al., 1994). Third, and finally, there is *overprecision* (Haran et al., 2010), which is the excessive faith that one knows the truth. The question is: Which form of overconfidence is most responsible for market entry, or are all forms equally responsible?

The importance of these distinctions is underscored by evidence showing that overestimation and overplacement can be negatively correlated with each other across tasks (Moore et al., 2008). With respect to overestimation, people are most likely to overestimate their performances on difficult tasks (Larrick et al., 2007) but underestimate their performances on easy tasks (Bar-Tal, Sarid, & Kishon-Rabin, 2001; Lichtenstein & Fischhoff, 1977). This moderating role of task difficulty on overestimation has become known as the ‘hard/easy effect’ (Erev et al., 1994; Juslin et al., 2000). The reason for it is simple: Performance estimates tend to be regressive, and it is easier to overestimate a low performance than to underestimate it.

Using what they call ‘differential regression,’ Moore and Cain (2007) reconcile the fact that overestimation is reduced on easy tasks with the fact that *overplacement* is greatest on easy
tasks. They point out that estimates of others are even more imperfect (and therefore more regressive) than estimates of self. In terms of easy tasks, people underestimate themselves, but they underestimate others even more (thereby displaying overplacement). The reverse holds true for difficult tasks, where people overestimate themselves but overestimate others even more (thereby displaying underplacement).

Studies of market entry games (Moore et al., 2007a; Moore et al., 2007b) have found excess entry into markets with easy tasks, at the expense of entry to markets comprising difficult tasks. This suggests that overplacement (which is greatest in easy tasks) may be at fault. However, if entrepreneurs overestimate their absolute performance, as suggested by Bolger, Pulford, and Colman (2008), then the problem of excess entry might be exacerbated where tasks are difficult. Like Moore and colleagues, Camerer and Lovallo’s work (1999) also suggests overplacement as the culprit for excess entry. They gave their participants the choice to enter a contest that would be determined either by skill or by chance. Participants were more willing to enter the contest when it was based on skill, estimating that their performance would lead to positive expected payoffs for themselves but negative payoffs for other entrants. Naturally, if people believe that their chance of success is higher than that of the competition, it will increase their willingness to enter contests or start new businesses, even when their objective chances of succeeding are not particularly good.

Thus, the questions for this paper are: Why do entrepreneurs seem immune to underconfidence in difficult domains? Which type of overconfidence drives excess entry? And, what exactly is the role of task difficulty?
Our Reconciliation

Our reconciliation highlights the role of better-than-average beliefs and the provision of self-selection in market entry decisions. While people generally prefer engaging in activities in which they feel competent (Rotberg, Brown, & Ware, 1987), when they self-select into competitions, it is often a consequence of their belief (sometimes a correct belief) that they are better than others in the domain in which they choose to compete (Tesser, 1988). Since most people believe they are better than others on easy tasks and worse than others on difficult ones, we would expect excess entry only in ‘easy’ markets. Competition on difficult tasks will be driven by a minority of entrants who feel (perhaps correctly) that they are better than average on these tasks. In lab studies where subjects have been forced to perform a difficult task, most will tend to underplace themselves, but where they can self-select into tasks (e.g., in entrepreneurial settings and in the lab studies presented in this paper), we need not find underplacement. Entrants will go where they place themselves highly relative to others, even if the tasks in which they choose to engage are difficult. This simple explanation will go far in explaining various contradictions in the literature and what types of confidence lead to entry, and it will shed light on how proper calibration can help capture value by appropriately choosing where to compete.

We test our hypotheses in two laboratory experiments in which participants self-select into competitions characterized by varied levels of task difficulty and varied attractiveness of the opportunity. We observe entry rates and find that overplacement contributes most to the choice to enter a competition, whereas overestimation, if at all related, is negatively related to entry. As a result, competitions on easy tasks are most likely to suffer from excessive rates of entry. We present a third study using field data, in which we compare industries with respect to market
entry rates and observe correlations with perceived ease of competing in that industry. The field data corroborate key aspects of our experimental results.

**LABORATORY EXPERIMENTS**

Participants had to choose which of two markets they would enter, which differed with respect to task difficulty. In addition to varying the difficulty of the quiz used to rank participants, we also varied the attractiveness of the entry opportunity by manipulating prize size. Some evidence suggests that people respond to variations in prize size with amazingly rational and well-coordinated entry choices (Ochs, 1995, 1999). Given the choice of several lotteries of different prize sizes, participants’ choices can be very close to a game-theoretic equilibrium in which their expected values of entry are nearly identical to one another. These findings suggest that sensitivity to prize size leads to remarkably sensible and efficient changes in competitors’ entry choices and should serve as a useful counterpoint to the variations in task difficulty we will employ in our experiment.

In our experiments, all participants completed two quizzes, one easy and one difficult (quiz order was varied randomly between participants), and made a choice about entering the market on either the easy or the difficult quiz. Here, we note that the two quizzes are not in different domains, *per se*, but rather are (perhaps non-representative) selections of questions chosen for their likelihood of correct answers (low vs. high). Each entrant’s probability of winning the prize for a given market was proportional to his or her relative quiz performance. Thus, this is a task in which entry judgments should be guided by judgments of performance relative to others, rather than by judgments of absolute level of performance. This captures the competitive dynamics in entrepreneurial environments that we seek to understand.
For half of our participants, the difficult quiz was associated with a large prize ($90) and the easy quiz was associated with a smaller prize ($45), whereas for the other half, the prize sizes were reversed. With twice the prize money available, the expected value doubles, and one can expect, at equilibrium, twice the competition. Therefore, one would predict two-thirds of participants in each condition would choose the prize with the larger size (solving for entire population: \[1 = 2x + x; \quad x = 1/3 \text{ and } 2x = 2/3; \quad \text{so, } 2/3 \text{ of population goes where a participant is twice as likely}, \] making the expected value of entering each market equal at equilibrium.

Hypotheses

We predicted that subjects’ entry decisions would be based on their perceived relative positions, leading (ex-post) to overentry in markets of easy tasks and underentry in markets of difficult tasks, and we predicted entry would be effected by prize size. Finally, we also predicted that those who overplace their performances on any particular task would disproportionately choose to compete on it, and that this selection would overwhelm worse-than-average effects in difficult tasks, leading to an ‘entrepreneur effect.’ While subjects will tend to underplace their performance on difficult tasks, those who choose to compete on difficult tasks will tend to be those who believe that they are better than others there.

EXPERIMENT 1

Method

Participants. Participants were 160 people gathered from online recruiting websites and email lists at Yale University and at University of California–Berkeley. Participants were informed that they would be paid at least $5 for participating, and that out of every 40 participants, one person would earn an additional $45 prize and another person would earn an additional $90 prize. We paid using Amazon.com gift cards, sent electronically.
Procedure. Each participant was randomly assigned into one of four 40-person blocks. Separation into blocks controlled the amount of competition and the odds of winning within each block. The instructions read:

Thanks for participating in this experiment! The experiment has several parts. First, you will take two different quizzes composed of math and logic puzzles. Each quiz has 10 questions. You should do as well as you can on the quizzes, because it will help you later on in the study. For now, it is time to take the quizzes.

One quiz (the ‘Purple Quiz’) was difficult, while the other (the ‘Orange Quiz’) was easy, with the test order counterbalanced between participants (see Appendix 1 for the quizzes). After completing both quizzes, half of the participants saw the following text:

There will be two competitions for two prizes: The Orange Prize is $45. The Purple Prize is $90. You have to choose which of the two prizes to go for. If you go for the orange prize, you will be competing using your performance on the orange test against everyone else who chooses to go for the orange prize. If you go for the purple prize, you will be up against everyone who goes for the purple prize, using your score on the purple test.

Your probability of winning the prize you go for will depend on how you did on that test, relative to others who also go for that prize. The higher your test scores rank against your competitors, the higher your probability of winning. The way it works is this: The lowest-ranked competitor for that prize gets one ticket; the next competitor gets two tickets; and so on. Competitors with tie scores all get the same number of tickets. All the tickets for that prize are mixed up and one is drawn at random to determine who wins that prize.
You should know that there will be a total of 40 people (including you) in exactly the same position, having taken both tests, and deciding which prize to go for. Which prize do you want to go for?

The other half of the participants received the same text with one change: The orange prize was $90, and the purple prize was $45.

After selecting the market in which to compete, participants were asked a series of six questions about each test: (1) ‘Among the other 39 people, how many of them do you think obtained each of the following scores on the Orange Test?’ (All possible scores were shown.) (2) ‘How likely is it that you obtained each of the following scores on the Orange Test?’ Questions 3 and 4 were the same questions as 1 and 2, but were about the Purple Test. (5) ‘How many of the 39 other people do you think will go for each prize?’ Participants answered the first five questions, which were in random order, by sliding bars on their computer screens subject to the constraint that the totals (either 100% or all 39 other participants) were correct. See Figure 1 below for a screen shot of question 5. Question 6 always came last, and, for this question only, participants were given a free-response textbox in which they could type as much or as little as they liked: (6) ‘How did you decide which prize to go for?’

[Insert Figure 1 here]

Dependent Measures. We measured overestimation as the difference of a participant’s reported minus actual score (reported minus actual). Overplacement was the difference of estimated relative placement (estimated own score minus estimated average of other 39 participants’ scores) minus actual relative placement (own score minus average of other 39 participants’ scores). This ‘difference-of-differences measure’ adjusts for the fact that someone can correctly think that he or she is better than average. In fact, someone who considers him or
herself to be above average may nevertheless be underplacing his or her score if it is actually \textit{much} better than average. We developed standardized (z-score) measure of subjective placement using the difference between each participant’s estimated own score and the average of his or her reported distribution of all participants’ scores on the quiz, divided by the standard deviation of this distribution.

\textit{Expected value of entry.} To examine whether subjects did, on average, make the right decisions regarding which market to enter, we looked at the expected payoffs each participant would have earned in each market (given their actual scores and the actual scores and entry decisions of all other subjects). For a subject’s chosen competition, we divided the number of lottery tickets earned by the total number of lottery tickets earned by all entrants in that market, and multiplied that by the size of the prize. For the unchosen competition, we calculated what the allocation of lottery tickets would have been if the individual had chosen it.\textsuperscript{1}

\textbf{Results}

\textit{Manipulation Checks.} For a manipulation check, we submitted participants’ responses to within-subject paired sample t-tests.\textsuperscript{2} The results show the expected main effects of difficulty: Scores on the easy quiz were higher ($M = 6.96$, $SD = 2.37$) than on the difficult quiz ($M = 3.61$, $SD = 2.09$), $t (159) = 19.55$, $p < .001$. Participants were aware of differences in quiz difficulty and estimated they had done better on the easy quiz ($M = 5.86$, $SD = 2.58$) than on the difficult

\textsuperscript{1}Stated reasons for choice: We also coded participants’ free-text responses for why they chose to compete where they did using eight categories and five meta-categories. In the interest of space, we relegate that analysis to Appendix 2 and its accompanying two tables (found online here). In summary, 61\% of those who mentioned other competitors in their text chose the market with higher expected value for them, while 43\% of other participants did so. Those who explicitly mentioned the expected amount of competition chose the market with the higher expected value 72\% of the time, while others did so 44\% of the time. Despite it being a known quantity, only 33.75\% of participants mentioned the size of the prize in their reasons; 68\% of these prize-mentioning participants correctly entered the market that bore a higher expected value for them, compared with only 40\% of those who did not mention the prize.
quiz ($M = 4.60, SD = 2.44$), $t (159) = 7.45, p < .001$. These results show that, similar to prior research, participants overestimated their scores on the easy quiz, $t (159) = 6.76, p < .001$, and underestimated their performance on the difficult quiz $t (159) = 5.40, p < .001$.

**Relative Placement and Overplacement.** If the group is well calibrated, people’s beliefs about their relative placements in the group in both quizzes should have a mean of zero (on average, people should be average). Instead, results supported prior findings of the effect of task difficulty: People overplaced themselves on the easy quiz ($M = 0.30, SD = 1.76$) but underplaced themselves on the difficult quiz ($M = -0.12, SD = 2.14$), $t (159) = 2.41, p = .02$. Participants’ $z$-scored beliefs about placement on the two quizzes showed the same pattern, but the difference between them was not significant, $t (159) = 1.069, p = .29$.

**Entry and Expected Entry.** Surprisingly, our manipulation of prize size had basically no effect on entry choices, as the preference for competing on the easy quiz remained high, whether it was for the large prize (attracting 70% of participants) or for the small prize (attracting 63.75%), $\chi^2 = .705, p = .40$. However, it is not as if participants failed to notice the prize manipulations. Like us, participants incorrectly expected the prize size manipulation to work, by estimating that the difficult market would attract more participants when it carried a large prize ($M = 46\%, SD = 25\%$) than when it carried a small prize ($M = 36\%, SD = 22\%$), $F (1, 158) = 2.60, p = .01$. But in reality, participants’ entry decisions were not much affected by prize size. Participants’ entry-insensitivity to prize size resulted in an apparent insensitivity to the differences in expected values between the two competitions. Calculating each participant’s estimated expected value of each competition revealed that only 46% of participants entered the market in which the expected value they estimated was higher, a rate that was not significantly different from chance, $\chi^2 = .900, p = .34$. 
One possibility that could account for participants’ insensitivity to prize size is if participants expected the draw of higher prizes to be counterbalanced with stiffer competition for higher prizes, but that assumes that participants are thinking systematically about others and that they expect them to take prize size into account but not also come to the conclusion that greater competition eradicates the benefits of going for the larger prize. A less sophisticated theory is that prize size just got lost among the other concerns. In any case, prize size is not as salient a driver of entry as quiz difficulty: Of the 160 participants, 107 (67.9%, \( \chi^2 = 18.225, p < 0.001 \)) chose to compete on the easy quiz.

There was **excess** entry to the easy market, leading to loss of value for participants. The mean expected value for participants who entered the easy market was $2.52 (SD = 1.63), less than half than in the difficult market \((M = $5.09, SD = 2.63), t (158) = 7.583, p < .001. This is exacerbated by prize-size: When the difficult market gave a higher prize, the easy entrants’ mean expected value \((M = $1.76, SD = 0.56)\) was much lower than that of the difficult entrants \((M = $6.21, SD = 2.70), t (78) = 11.39, p < .0005; in fact, even when the easy market gave the higher prize, the mean expected value of easy entrants \((M = $3.21, SD = 0.91)\) was lower than that of the difficult entrants \((M = $3.75, SD = 1.47), t (78) = 1.991, p = .05. Out of the 107 participants who chose to compete in the easy market, 74 would have gained a higher expected value by competing in the difficult market; these 74 lost an average of $2.41 (SD = 1.68) in expected value. In contrast, only 11 of the 53 participants who chose the difficult market would have gained a higher expected value from competing on the easy quiz, \( \chi^2 = 33.348, p < .001. \)

Did those who chose to compete on the easy quiz fail to anticipate that the easy quiz competition would be so crowded? No. Participants correctly anticipated the observed pattern of entry. Although they underestimated the true entry rate to the easy market, \( t (159) = 4.30, p < \)
.001, participants correctly expected that more people would choose to compete on the easy \((M = 59\%, SD = 23\%)\) than on the difficult quiz \((M = 41\%, SD = 24\%)\), \(t(159) = 4.63, p < .001\). To summarize, participants displayed excessive preference to compete on the easy quiz, regardless of prize size and despite anticipating that the easy competition would be overcrowded with contestants.

**Entry and confidence.** Did overconfidence drive participants’ entry choices? If so, which type of overconfidence was responsible? We compared easy-market entrants with difficult-market entrants, examining their beliefs about themselves and about their relative placements on each quiz. As Figures 2a and 2b show, difficult-market entrants performed better than easy-market entrants on both quizzes and also predicted higher scores (of themselves and others) on both quizzes (although these differences were significant only in performance and estimates in the difficult quiz). We conducted a 2 (quiz type) X 2 (entry choice) mixed ANOVA on overestimation. Results show that while both entry groups overestimated their scores on the easy quiz and underestimated their scores on the difficult one, they did not significantly differ in the degree to which they did so, \(F(1,158) = 1.235, p = .27\). Thus, entry decisions do not appear related to overestimation.

[Insert Figures 2a and 2b here]

Participants who competed on the easy quiz estimated that they scored higher on it than on the difficult quiz, but so did those who competed on the difficult market. Therefore, it does not look as if participants simply chose to compete on the quiz on which they believed they performed better in absolute terms. The only difference in the two groups’ estimate patterns is in how they believed they scored relative to the average. While entrants to the difficult market estimated their scores as above average on both the easy and difficult markets, entrants to the
easy market placed themselves above average on the quiz on which they chose to compete and below average on the quiz they chose to forgo—significantly lower than their counterparts who competed in the difficult market $t (158) = 2.68, p = .008$. We conducted a mixed ANOVA, comparing relative placement on both the easy and the difficult quiz of entrants of both markets. Participants who chose to compete on the easy quiz placed themselves higher on it than on the difficult quiz, whereas those who competed on the difficult quiz displayed the opposite pattern, $F(1,158) = 5.609, p = .02$. This result demonstrates that each group chose to compete where its members thought they had an advantage over others. We note that our design does not require large overplacement for us to find large excess entry: The comparison of overplacement in the easy task is not with proper placement (zero overplacement), but is with the overplacement in the difficult task (negative, or underplacement).

In addition, we conducted a logistic regression to measure the effect of participants’ relative placement on their entry choices. (We used the difference in their estimated relative placement between the two quizzes; we included quiz difficulty and the expected number of entrants to the different markets in the model as covariates.) The results again show that relative placement was a significant predictor of market entry choice, $b = .196, p = .03$. Placement effects measured using participants’ estimated z-scores showed the same significant patterns. An alternative model using estimation for predicting entry choices did not yield a significant result, $b = .140, p = .11$. However, removing the control variables from this model improved its predictive ability, $b = .175, p = .04$, and its fit with the observed results was slightly better (correctly predicting 68.8% of participants’ choices) than the relative placement model (of which predictions only 66.3% were correct). Therefore, the distinction between the two models in this experiment is inconclusive (see Table 1).
Discussion

These results shed light on the link between overconfidence and entry into competitive markets. As predicted, participants preferred competing on an easy quiz over a difficult one, although they underestimated their performance on the easy quiz. Instead, entry choices are consistent with overplacement. The easy quiz, which attracted the majority of contenders, was the one on which people believed they outdid others. These results replicate previous findings of over- and underconfidence on easy and difficult tasks and suggest that selection into competitive markets is driven by overplacement, or better-than-average beliefs. The better a person believes he or she is relative to others on a certain task, the higher the likelihood that that person will compete on that task. The minority who believed they were much better than average on the difficult task preferred to compete on it.

One limitation of this study is that our participants could only choose between competing on one task or another. In reality, most potential entrepreneurs are not forced to choose between opening a restaurant and opening a magnesium mine. In fact, most people opt not to enter any entrepreneurial market. In our experiment, an observed choice to enter one competition could be driven by the desire not to enter the other competition. Experiment 2 addresses this concern.

EXPERIMENT 2

Experiment 2 had two main objectives. One was to test the robustness of the results obtained in Experiment 1 to an ‘opt out’ alternative. The second objective was to examine what happens when people are forced to think explicitly about others’ entry choices before they make their own entry choice. Considering others’ performance prior to making an entry choice may help prevent people from entering an overcrowded market. This would override competition-neglect. On the other hand, the main problem might not be in neglecting the competition, but in
mischaracterizing it. For example, if people enter the easy market mostly because they had not considered that others would also do well on the easy quiz, then forcing people to consider the competition should reduce the popularity of that competition.

Method

Participants. Again, 160 individuals were recruited using an online subject pool, hosted at Yale University. Individual demographic data were not collected for this experiment, but within a few months of our study, the overall subject pool was measured to be 32% male and 68% female, with median age 34.

Procedure. The experiment’s materials and procedures were basically the same as Experiment 1, with the following exceptions. After completing both quizzes, half of the participants proceeded to make their entry decisions. The other half of participants first made the performance and choice estimates (self, other) and then made their entry choices. Entry choices provided an alternative: ‘All of you will also have a third option: to take a 10% chance at a $15 payment and give up any chance for one of the larger prizes.’ Then, they all chose whether to enter the easy or difficult competition, or neither.

Results

Actual and estimated scores. Quiz scores and estimates followed the pattern observed in Experiment 1. On the easy quiz, participants performed well ($M = 7.32$ correct answers, $SD = 2.07$) and underestimated their performance ($M = 6.08$, $SD = 2.53$), $t (159) = 6.789$, $p < .001$. On the difficult quiz, participants performed poorly ($M = 1.86$, $SD = 1.33$), and overestimated their scores ($M = 4.13$, $SD = 2.10$), $t (159) = 13.654$, $p < .001$. Participants overplaced their scores on the easy quiz ($M = 0.16$, $SD = 2.02$) more than on the difficult quiz ($M = -0.45$, $SD = 2.07$), $t (159) = 3.708$, $p < .001$.

Participants’ estimated z-scores showed a similar pattern. While on average there was over- or underplacement on the easy quiz ($M = 0$, $SD = 2.09$), on the difficult quiz, participants
placed themselves below average ($M = -0.34, SD = 2.00$), $t(159) = -2.154, p = .03$, and lower than they did on the easy quiz, $t(159) = 1.971, p = .05$.

The opt-out option and entry choices. Did the opt-out option reduce the excess entry into the easy competition? The results suggest not. On the contrary, while only 15% of participants opted out of both markets, the easy market still attracted the majority of participants (64.4%), significantly more than the difficult market (to which 20.6% of participants chose to enter), $\chi^2 = 36.029, p < .001$. Rates of entry to the easy market (103 entrants out of 160 participants) remained very similar to those observed in Experiment 1 (107 out of 160). Conversely, rates of entry to the difficult market decreased from those observed in Experiment 1 (33 vs. 53 in the previous experiment). This suggests that in Experiment 1, participants who did not want to compete in any market but were forced to by the lack of an opt-out option, may have chosen to compete in the difficult, less-crowded market.

The introduction of an opt-out option helps to clarify the confidence-entry relationship. As in Experiment 1, the relationship between entry choices and differences in participants’ own performance estimates between the two quizzes does not seem to be strong. Entrants to both markets thought they did better on the easy quiz than on the difficult quiz, to very similar degrees (easy market entrants: $M = 2.27, SD = 2.18$; difficult market entrants: $M = 2.29, SD = 2.00$), $t < 1$. Placement beliefs, however, did seem to determine participants’ entry choices. A mixed ANOVA on participants’ self-placement in both quizzes reveals a significant interaction of placement and entry choice, $F(1,157) = 9.267, p < .0005$. As Figures 3a and 3b show, entrants to the easy market placed themselves highest among the three groups on the easy quiz, while difficult market entrants placed themselves higher on the difficult quiz than the two other groups, who both estimated they performed below average on this quiz. Participants who opted out
Overconfidence placed themselves below average on both quizzes, and significantly lower than the other two 
groups (easy quiz: \( t(157) = 6.05, p < .0005 \); difficult quiz: \( t(157) = 2.41, p = .02 \)). Placement 
effects measured by participants’ estimated z-scores showed the same significant patterns.

[Insert Figures 3a and 3b here]

In contrast to Experiment 1, where we could not distinguish the zealous market entrants 
from the reluctant ones, in this experiment we could focus on those who had an option not to 
compete but still chose to enter a market. Using these participants, we compared relative 
estimation and relative placement as predictors for market entry choice, again controlling for 
competition and prize sizes. Results show that while estimation was not a significant predictor of 
market entry, \( b = -.005, p = .96 \), placement was, \( b = .277, p = .01 \), making correct predictions in 
75.7% of the cases (see Table 2). Together, these results suggest that participants chose to 
compete on tasks in which they believed they performed better than others. When participants 
thought they did not possess a competitive advantage in either market, they simply chose not to 
compete.

[Insert Table 2 here]

As in Experiment 1, quiz difficulty had a much larger effect on entry choices and, 
consequently, on expected values, than did prize size. Entry rates to the competition on the easy 
task remained high in both prize-size conditions (61.25% when it carried the small prize and 
67.5% when it carried the large prize), \( \chi^2 = 1.003, p = .32 \). Transforming participants’ predictions 
into expected values of each market again showed a match between higher expected value and 
market entry for a minority of participants (70 out of 160), \( \chi^2 = 2.500, p = .11 \). These 
insensitivities, naturally, led to excess entry to the easy market: 81 of the 103 entrants to the easy
markets would have gained higher expected values had they entered the other market, creating an average loss of $3.82 in expected value in that group, $t_{(102)} = 10.729, p < .001$.

*Effect of assessing one’s relative performance before entrance.* The entry rate to the easy market remained high, whether entry choice came after the think-about-others elicitation (65%) or before (63.75%), $\chi^2 = 1.003, p = .32$. This suggests that excess entry to the easy market was not a result of failure to consider others’ performance.

**Discussion**

In Experiment 2, participants had the option not to enter any competition. This enabled us to measure the relationship between confidence and entry independently for each market, and revealed that the choice to enter an easy market was driven by the same process as a choice to enter a difficult one. Interestingly, comparing the choice patterns of participants in the two experiments shows that entry rates to the easy market did not change with the introduction of an opt-out option. Rather, those who would have opted out of both markets had such an option been present in Experiment 1 may have chosen to compete in the difficult, rather than the easy market. We speculate that these participants may have anticipated, as did most participants, that the easy market would have significantly more competitors and chose to stay out. From the two studies, we can see that self-selection promotes overplacement, since selecting on confidence automatically selects on overconfidence.\(^5\) This is why entrepreneurs might be able to remain confident in difficult tasks. In these tasks, task-difficulty effects on confidence and self-selection work in opposite directions, sometimes yielding correct placement (the balance would likely be different in different tasks). In easy tasks, task difficulty and self-selection work in the same direction, producing more frequent overplacement.
In addition, Experiment 2 revealed that forcing people to assess their relative placement before making a choice did not change their choice patterns. In fact, since the manipulation to consider others may also have primed many other heuristics, we are surprised it did not have a greater effect. Unfortunately, this simple and plausible mechanism of ‘stopping a moment to think’ before acting proved insufficient as a debiasing technique against over-entry into a saturated, competitive market. Perhaps this lends further support to the notion that it is not as if people neglect the competition; they think that they are better than the competition.

FIELD DATA

Do these effects show up in real markets? Perhaps industries perceived to be more ‘simple’ would demonstrate higher rates of market entry than those perceived as more ‘difficult.’ While the two lab experiments are more controlled, and they already use real monetary incentives, this study is admittedly more speculative and examines settings with all sorts of barriers to entry. It would be interesting to find that such a correlation persists among all the noise in the data (noise caused by the difficulty of data gathering itself and the multitude of other factors that go into real entry decisions). That said, we predict that subjective ratings of market ‘ease’ will positively correlate with real rates of entry into different industries.

Method

Entry Rates in the Firm Data. We collected data on market entry from Dun & Bradstreet’s records of firm starts. These records break firms into 118 different industries based on Standard Industrial Classification codes. Start rates (number of firm foundings per 10,000 existing firms) for years from which we were able to obtain data (1985, 1986, 1987, and 1995) are moderately stable. The correlation across industries between different years’ start rates averages around .32. As prior research has shown, the industries that see persistent high rates of
entry are the same ones that see persistent high rates of exit (Dunne et al., 1989; Mata & Portugal, 1994; Schwalbach, 1991). Schwalbach (1991), for example, estimates the correlation between entry and exit across industries among German manufacturing industries for the period 1983–1985 at between .34 and .55.

**Perceived Ease.** Measures of perceived ease were obtained from 277 individuals at Carnegie Mellon University, which Forbes listed as one of the ‘most entrepreneurial’ campuses in the nation (Ewalt, 2004). Thirty-one of these individuals were drawn from a population of likely entrepreneurs: MBA students in entrepreneurship classes. The remaining 246 were drawn more broadly from the university community in response to advertisements offering payment for experimental participation. The correlation between the responses of the MBA entrepreneurship students and the broader sample of respondents was .92. Because this high correlation suggests that the two groups were quite similar, subsequent analyses utilize the ratings of all respondents and do not distinguish the two samples.

Each participant was asked to rate the ease of succeeding in each of the 118 major industry categories. Due to concerns about the monotony of this task and the risk of routinized responses from participants, each participant rated a mere subset of the industries. Each participant was given one of seven different subsets covering a different combination of the 118 industries. For each industry, we asked participants to ‘indicate the degree to which you believe you understand what it takes to run a successful business’ and provided a 7-point scale running from 1 (no idea) to 7 (confident). Also, we sought to distinguish perceived ease of performance from ease of entering the market.\(^5\) Therefore, we also asked participants to rate the barriers to entry for each industry, on a 7-point scale, ranging from 1 (none) to 7 (maximal barriers to entry).\(^6,7\)
Results

To measure the relationships between participants’ perceptions and the archival data, we computed the entry rates (entrants per 10,000 existing firms) for each industry for each year in which data was available. We then averaged rates of entry across all years. Because this distribution was highly skewed, we normalized them using a log transformation and excluded two outliers from the analysis. We then used entry rate as the dependent variable in a linear regression with perceived ease (averaged across all respondents) as an independent variable, controlling for barriers to entry. Results of this regression show that perceived ease of the industry significantly predicts actual market entry rates, $B = .355, t (115) = 3.444, p = .001$. For a more straightforward comparison of ‘easy’ and ‘difficult’ industries, we conducted a median split on the ease measure and conducted a t-test comparing mean market entry rates of the industries on either side of the split. Consistent with the regression results, we found that ‘easy’ industries enjoy higher market entry rates than ‘difficult’ industries, $t (114) = 2.965, p = .004$. Table 3 shows the ten industries rated easiest and the ten rated most difficult, and their respective entry rates.

Table 3 shows the ten industries rated easiest and the ten rated most difficult, and their respective entry rates.

Discussion

A clear relationship emerges between perceived task difficulty and market entry, suggesting that task difficulty may have some influence on market-entry decisions. Industries perceived to be easy attract more competitors, relative to industry size, than do difficult ones. The easier that running a business in a certain industry is perceived to be, the more crowded that industry’s competitive landscape becomes (provided, of course, that the base rate of success in
the easy industry is sufficient; e.g., selling VHS tapes in this century might not be ‘easy’). Generalizing prior experimental findings of underestimation in easy tasks, this field study provides further support to the argument that, contrary to prior assumptions of studies of entrepreneurial overconfidence, excess entry to markets is not driven by overestimation. Overplacement, on the other hand, may be a better predictor of this phenomenon.

These data have several limitations. First, the relationship between perceived ease and market entry says nothing definitive about the confidence of real market entrants or their beliefs about how easy or difficult their jobs really are. Second, the data do not allow us to make causal conclusions. For example, it is possible that people perceive industries with high rates of entry as being easy—hence, a reverse in causation. Nonetheless, while the field data are open to a myriad of alternative explanations, the data are consistent with the findings of our experiments in which confidence was measured and task difficulty was controlled. Taken together with the experiments, the data suggest the sorts of real-market dynamics that can result from systematically biased entry choices.

**GENERAL DISCUSSION**

Our experimental data help reconcile the discrepancy between the overconfidence literature, where people are generally underconfident in their relative placement on difficult tasks, with the entrepreneurship literature, where people are anything but underconfident in the tasks they choose. This is produced by self-selection: When people are free to choose where to compete, they self-select into domains where they think they have relative advantage (similar to a winner’s-curse contest).

---

2 This raises the notion that people may over-enter easy competitions because they mistakenly think that easy competitions will support many winners; this is ruled out by our design which clearly capped the amount of winners in each competition, yet still produced the excess entry.
Clarifying the concept of overconfidence can account for discrepancies found in the literature: Whether or not one finds overconfidence in any domain depends largely on what form of overconfidence one is looking for. This paper focuses on overestimation (e.g., of one’s own absolute performance) and overplacement (i.e., better-than-average beliefs). We tend to find overplacement in the same places that we find underestimation. While the study of overestimation represents about two-thirds of the overconfidence literature (Moore et al., 2008), both overestimation and overplacement are often incorrectly treated as if they were interchangeable manifestations of self-enhancement (Kwan et al., 2004). Both are manifestations of overconfidence and can be driven by the same underlying processes, but they may be negatively correlated with each other across tasks.

Our archival data showed the highest rates of market entry in industries that people perceived to be ‘simple,’ rather than ‘difficult.’ Our experiments revealed that this tendency of people to flock to competitions characterized by easy tasks is driven by their beliefs that they are better than others on these easy tasks but worse than others (or at least, not so much better than others) on difficult ones. Therefore, most of our participants chose to compete in the easy market, while, for the most part, they would have been better off competing in the difficult one. As we noted above, participants expected more competitors in the easy market, so false beliefs about others’ entry choices cannot explain this pattern of excess entry. Also, it is not as if participants chose the easy market because they overestimated their own scores. In fact, participants tended to underestimate their scores in the easy quiz, yet chose to compete there anyway.

Incidentally, most people feel they are at an advantage vis-à-vis others on easy, rather than difficult tasks. It turns out that this effect can result from individuals making rational
choices with imperfect information. Many of these errors are consistent with the Bayesian logic that underlies differential regression: People make errors because they have imperfect information regarding their own performance, and even more imperfect information about others’ performances. Their estimations of their own performance are naturally less regressive than their estimations of the performance of others, and this leads to systematic placement biases (‘I know I did worse than expected on that hard test; I probably scored 1 out of 10… I think he did poorly also, but I am less sure—maybe he scored 2 out of 10?’). This may ultimately lead to sensible people making sensible choices, thereby producing an outcome that appears irrationally myopic and collectively inefficient.

Limitations

We must first note that our theory does not explain all instances of overconfidence. Certainly, motivational effects (Armor et al., 2006; Kunda, 1990), other cognitive biases (Klar, 2002; Radzevick et al., 2008; Rose et al., 2008), and individual differences (Klayman et al., 1999; Stankov et al., 1996) are important. Other limitations arise from our stylized lab experiments. For example, our experiments only had one round. This restricts our lab findings to parallel entry, where everyone enters at once, as opposed to sequential entry, where potential entrants can see what others have already done. Another problem (for external validity of the lab experiments) with having only one round is that it is reasonable to assume that real-world competitors and entrepreneurs would have opportunities to learn from their mistakes. On the other hand, many of the most important decisions we make in our lives are made but a few times. The possibility that repeated play might cure these errors will be of little consolation to entrepreneurs who have bet the farm and gone bankrupt. Furthermore, it is unclear how much experience would be needed to enable such learning. Moore and Cain (2007) gave their
participants 12 rounds of full feedback, yet excess entry in easy contests persisted. How many entrepreneurs start a dozen firms? Granted, entrepreneurial experience might be richer, more costly, and thus more effective than lab experiences at diminishing these biases.

We insist that the psychological basis for the effects demonstrated in our experiments will often be at play outside the laboratory. One often knows more about one’s own abilities than the abilities of others, and differential regression may cause persistent bias in competition entry. In fact, these effects will be exaggerated if experience teaches competitors asymmetrically more about their own skills than about the skills of the competition. We are not saying that actual entrepreneurs fail to get better at assessing the competition, nor that feedback will actually make matters worse. We are merely saying that experience is no obvious panacea to these problems. Indeed, the main causes for the effects we have documented (namely self-selection and differential knowledge of self vs. others) are present in many domains. Perhaps sequential entry could reduce these effects if seeing prior entrants makes one more informed about others. That said, our field data somewhat get at sequential entry in that students were deciding how they could compete against prior movers and set markets with which they presumably (especially in the categories in which they were most confident) had some interaction.

Implications

As Camerer (2003) points out, the way in which potential entrants coordinate their entry decisions is economically important. If there are too few firms entering a market, prices rise and consumers suffer; if there is too much entry, firms waste resources on unsalvageable fixed costs. For example, the optic-cable industry laid more cable during the Internet boom of the late 1990s than demand could justify, and home contractors built too many houses during the housing boom of the mid-2000s. It is possible that entry choices are in part driven by overestimates of market
capacity or by overestimates of the profit potential for any firm that survives. It is also possible that survivors actually are sufficiently compensated to warrant taking a chance on the low probability of surviving. However, it is unlikely that these explanations were the reason behind excess entry in the cable industry (Camerer, 2003). In any case, these explanations cannot explain the excess entry into the easy market in our experiments, since we fixed market capacity (winner takes all), as well as the prize for the winner in each market ($45 or $90), and made these constraints clear to all potential entrants. Nevertheless, many of them still chose to compete on the quiz where they had a lower expected value.

According to reference-group neglect (or competition neglect) explanations (Camerer & Lovallo, 1999), competitors focus too much on their own performance and neglect to consider the competition (Dosi et al., 1997). Perhaps the cable companies simply neglected to consider their competitors’ ability to also lay down cable at high quantities. Many of our own experimental participants seem to have neglected their competition. This neglect came at their peril. However, even when we forced participants to consider the competition, as we did in Experiment 2, they failed to correct the bias in their entry choices, reporting that they were better than others in the tasks on which they chose to compete. Our results suggest that the more significant driver of overplacement is not neglecting the competition, but rather underestimating it. In other words, it is not merely that one neglects the competition, it is that when one attends to the competition, one often gets the wrong idea about them. Thus, it may often not be enough to warn entrepreneurs to ‘first, consider the competition’ without enabling them to actually do so correctly. If differential regression explains overplacement in these domains, it also explains why these effects are larger in domains where information about others is low or when others are thought of as some vague group rather than as a specific, known other (Hoorens et al., 1993;
Klar et al., 1996; Windschitl et al., 2003). Perhaps the most effective way to improve decision-makers’ ability to think about the competition is by giving them better information about the competition (Moore et al., 2007c).

Concluding Thought

The problem that potential market entrants seem to have trouble with is that success is often about having high relative standing; for example, it is not whether one can make a hamburger that makes for success at opening a burger joint, but (among other things) whether one can do so better than the competition. And when it comes to relative standing, the performance of one’s competition can be just as important as one’s own performance. As the old joke goes, when two campers are being chased by a hungry bear, it is not necessary to outrun the bear—only to outrun the other camper.
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FOOTNOTES

1. [deleted]
2. All of our statistical tests are two-tailed.
3. A loss in expected value is the additional expected value that the participant would have gained had he or she chosen the other tournament, while the choices of all other participants stayed the same.
4. In all logistic regression models reported in this paper, the same result patterns were observed when we excluded the covariates from the model.
5. Thanks to an anonymous reviewer for making this explicit.
6. While some have attempted estimates of actual barriers to entry (Schwalbach, 1991), these estimates are based on the assumption that the only reason for entry is supernormal profits in earlier periods. That makes these estimates inappropriate for the present analysis because they assume away the very phenomenon we are interested in examining.
7. Participants were given the following explanation: ‘A barrier to entry is something that makes it difficult for a new firm to get started, such as government regulation, consumer loyalty to existing brands, large capital investment (some businesses require more money to get them started), and economies of scale (sometimes, large firms have an advantage because they can produce more efficiently).’
8. Advertising and transportation equipment manufacturing had entry rates 5.42 and 4.19 standard deviations above the sample mean, respectively.
Table 1.

<table>
<thead>
<tr>
<th></th>
<th>Model 1 B</th>
<th>SE B</th>
<th>$e^B$</th>
<th>Model 2 B</th>
<th>SE B</th>
<th>$e^B$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Relative placement</td>
<td>.09</td>
<td>.03</td>
<td>1.22</td>
<td>.140</td>
<td>.09</td>
<td>1.15</td>
</tr>
<tr>
<td>Relative estimation</td>
<td>.140</td>
<td>.09</td>
<td>1.15</td>
<td>.040*</td>
<td>.02</td>
<td>1.04</td>
</tr>
<tr>
<td>Relative expected entry</td>
<td>.02</td>
<td>.02</td>
<td>1.05</td>
<td>.02</td>
<td>.02</td>
<td>1.04</td>
</tr>
<tr>
<td>Prize size</td>
<td>.006</td>
<td>.36</td>
<td>1.01</td>
<td>.133</td>
<td>.35</td>
<td>1.14</td>
</tr>
<tr>
<td>Constant</td>
<td>-0.44</td>
<td></td>
<td></td>
<td>-0.41</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\chi^2$</td>
<td>11.99</td>
<td></td>
<td></td>
<td>4.89</td>
<td></td>
<td></td>
</tr>
<tr>
<td>df</td>
<td>8</td>
<td></td>
<td></td>
<td>8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>% predicted entry choices</td>
<td>70.0</td>
<td></td>
<td></td>
<td>66.3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 2.

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th></th>
<th>Model 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$B$</td>
<td>$SE$</td>
<td>$e^B$</td>
<td></td>
</tr>
<tr>
<td>Relative placement</td>
<td>.277*</td>
<td>.11</td>
<td>1.32</td>
<td></td>
</tr>
<tr>
<td>Relative estimation</td>
<td>- .005</td>
<td>.10</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>Relative expected entry</td>
<td>.018</td>
<td>.02</td>
<td>1.02</td>
<td>.011</td>
</tr>
<tr>
<td>Prize size</td>
<td>.498</td>
<td>.42</td>
<td>1.65</td>
<td>.383</td>
</tr>
<tr>
<td>Constant</td>
<td>0.55</td>
<td></td>
<td>0.85</td>
<td></td>
</tr>
<tr>
<td>$\chi^2$</td>
<td></td>
<td>4.41</td>
<td>3.08</td>
<td></td>
</tr>
<tr>
<td>df</td>
<td></td>
<td>8</td>
<td>8</td>
<td></td>
</tr>
<tr>
<td>% predicted entry choices</td>
<td></td>
<td>75.7</td>
<td>75.7</td>
<td></td>
</tr>
</tbody>
</table>
Table 3. Ratings of ease (presented as z-scores) and annual entry rates (per 10,000 concerns) in the 20 most extreme industries based on rated ease.

<table>
<thead>
<tr>
<th>Industry</th>
<th>Ease</th>
<th>Annual entry rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>Food stores</td>
<td>2.00</td>
<td>396</td>
</tr>
<tr>
<td>Miscellaneous durable goods</td>
<td>1.89</td>
<td>889</td>
</tr>
<tr>
<td>General merchandise stores</td>
<td>1.83</td>
<td>334</td>
</tr>
<tr>
<td>Eating and drinking places</td>
<td>1.75</td>
<td>446</td>
</tr>
<tr>
<td>Groceries and related products</td>
<td>1.74</td>
<td>911</td>
</tr>
<tr>
<td>Beer, wine and distilled beverages</td>
<td>1.72</td>
<td>764</td>
</tr>
<tr>
<td>Hobby, toy and game shops</td>
<td>1.50</td>
<td>579</td>
</tr>
<tr>
<td>Liquor stores</td>
<td>1.48</td>
<td>219</td>
</tr>
<tr>
<td>Professional and commercial equipment</td>
<td>1.40</td>
<td>425</td>
</tr>
<tr>
<td>Gift, novelty and souvenir shops</td>
<td>1.36</td>
<td>715</td>
</tr>
<tr>
<td>Fabricated metal products</td>
<td>-1.35</td>
<td>351</td>
</tr>
<tr>
<td>Depository institutions</td>
<td>-1.36</td>
<td>113</td>
</tr>
<tr>
<td>Agricultural crop production</td>
<td>-1.46</td>
<td>105</td>
</tr>
<tr>
<td>Agricultural services</td>
<td>-1.56</td>
<td>331</td>
</tr>
<tr>
<td>Fishing, hunting and trapping</td>
<td>-1.61</td>
<td>233</td>
</tr>
<tr>
<td>Petroleum and coal products</td>
<td>-1.65</td>
<td>520</td>
</tr>
<tr>
<td>Forestry</td>
<td>-1.72</td>
<td>274</td>
</tr>
<tr>
<td>Metal mining</td>
<td>-1.84</td>
<td>426</td>
</tr>
<tr>
<td>Agricultural production—livestock</td>
<td>-1.86</td>
<td>130</td>
</tr>
<tr>
<td>Nonmetallic mineral mining, except fuel</td>
<td>-1.96</td>
<td>228</td>
</tr>
</tbody>
</table>
How many of the 39 other people do you think will go for each prize?

<table>
<thead>
<tr>
<th>Prize</th>
<th>0</th>
<th>10</th>
<th>20</th>
<th>29</th>
<th>39</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>The Orange Prize</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>20</td>
<td>28</td>
</tr>
<tr>
<td>The Purple Prize</td>
<td></td>
<td></td>
<td></td>
<td>10</td>
<td></td>
<td>11</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>39</td>
</tr>
</tbody>
</table>

Figure 1. Screen shot of question 5 in Experiment 1.
Figure 2: Mean scores, estimated own scores and estimated average score by entry choice for the easy quiz (Fig. 2a) and the difficult quiz (Fig. 2b) in Experiment 1. Error bars represent ±1 S.E.
3a (Easy Quiz Scores)

3b (Difficult Quiz Scores)

Figure 3: Mean scores, estimated own scores and estimated average score by entry choice for the easy quiz (Fig. 3a) and the difficult quiz (Fig. 3b) in Experiment 2. Error bars represent ±1 S.E.
Appendix 1: The Purple (hard) Test and the Orange (easy) Test

The next ten questions are from the Purple Test.

1) The small hand and the big hand of a clock are each pointing to twelve. The small hand moves clockwise two numbers every hour while the big hand moves counterclockwise five numbers every hour. How long will it take until both hands overlap while pointing at the same number?

2) What is the missing number in this sequence: 1 - 8 - 27 - ? - 125 – 216?

3) Which word of four letters can be added to the front of the following words to create other English words? CARD BOX CODE BAG HASTE

4) Jerry received $0.76 change from a purchase in the drugstore. If he received eight coins, and five of the coins are the same denomination, how many quarters did he receive?

5) Please insert the missing character to form two words: HUM ?ORK

6) If it were two hours later, it would be half as long until midnight as it would be if it were an hour later. What time is it now?

7) If two typists can type two pages in two minutes, how many typists will it take to type 18 pages in six minutes?

8) Which one of the numbers does not belong in the following series: 2 - 3 - 6 - 7 - 8 - 14 - 15 – 30?

9) A certain metallic cube has a red top, a green bottom, two yellow sides, and a blue front and back. A woman with magnetic boots standing on the red top face walks forward onto the front blue face, turns right and walks three faces, turns left and walks three faces, turns right and walks two faces, and turns to her left and walks one face. What color is the face on which she now stands?

10) What number comes next in this sequence: 3, 6, 18, 72, 360?

The next ten questions are from the Orange Test.

1) A bridge consists of 10 sections; each section is 2.5 meters long. How far is it from the edge of the bridge to the center?

2) There are four equally spaced beads on a circle. How many straight lines are needed to connect each bead with every other bead using straight lines?

3) If a certain type of bug lives for only 20 days, how old is the bug when it has lived half of its lifespan?

4) John needs 13 bottles of water from the store. John can only carry 3 at a time. What’s the minimum number of trips John needs to make to the store, assuming he is carrying water by himself?

5) LIVED is to DEVIL as 6323 is to _____?

6) If the day before yesterday is two days after Monday, then what day is it today?

7) Which number should come next in the series: 3, 9, 6, 12, 9, 15, 12, 18?

8) Which letter logically follows in this sequence: T, Q, N, K, H?

9) If two typists can type two pages in five minutes, how many typists will it take to type twenty pages in ten minutes?

Susie has a cake that she splits into six pieces to share with all her friends. If each person with a piece of cake then splits his or her piece in half to give to another friend, how many pieces of cake are there in the end?